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Abstract— Pension fund insurance is critical for everyone because it can guarantee a good life during retirement 

because retirement is a period when someone no longer gets a steady income. Technological advances make it 

easier for retirement insurance applications. By using ARIMA Models, we can predict the number of internet users 

who apply for retirement insurance via the internet, using the monthly data of the Social Security Administration 

from January 2008 to October 2020. The data used has a steady increasing trend with some seasonal components, 

so it needs to be removed first. ARIMA models use the assumption that the data is stationary, so the data must be 

tested using the ADF test command in R. After seeing the plotting of ACF and PACF, 9 ARIMA models are 

formed. ARIMA model is selected based on the smallest AIC. By using 95% confidence it can be concluded that 

ARIMA (9,1,9) is the best model for forecasting. 
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I. INTRODUCTION  

 As we know, pension fund insurance is critical for employees of a company. It is essential because the insurance 

can protect the employees from unexpected expenses when entering retirement. The other reasons why pension 

fund insurance is essential: 

1. When entering the retirement period, an employee is no longer working. In other words, the employee has no 

income to fulfill their needs. 

2. Having no income does not mean that an employee does not have an expense. In this situation, they must have 

enough savings or have some investment. 

3. Their savings are very limited in amount and will run out if they use it as the only source to cover your expenses. 

4. As they get older, some needs, such as health needs, will also increase. That means the cost of their needs will 

also increase. 

 When employees do not have pension fund insurance, they have to properly manage their expenses so that the 

savings that have been collected for retirement do not run out. If their savings are not sufficient for your daily 

needs, then they are forced to find work at their retirement age. As mentioned before, everyone certainly needs 

pension fund insurance. 

 Applying for offline pension fund insurance may be a long process and requires a higher cost than filling online. 

Therefore, day by day, people are starting to turn to submit via the internet because it is easier and more practical. 

Consider that people get online application facilities as good as offline applications; we must first predict the 

number of prospective policyholders who will submit their policies online. 

 To predict the future number of policyholders who will request their policies via internet applications, we will 

use ARIMA models as our analysis method. ARIMA (Autoregression Integrated Moving Average) models are 

commonly used in forecasting and seasonal adjustment of stationary data. With some adjustment, the ARIMA 

models can be used to predict non-stationary time-series data, which is mostly found in financial time series data. 

The application of this method can be seen in [1]–[3]. 

The result of this research will be shown in a table and graphic form that will be validated and verified manually 

based on the data. Forecasting with ARIMA models was chosen because it has the advantage such as having a 

great analysis in a random situation, trend, seasonal, and observed in a period of data that have been analyzed. The 

processes are done by using R Studio software. 
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II. LITERATURE REVIEW 

A. Time Series Analysis 

Time Series data is a set of data over a certain period of time. Time series forecasting is forecasting based on 

the behavior of past data to be projected into the future by utilizing mathematical equations and statistics. Time 

series data types are divided into several types, among others [4]: 

 

1) Cycle 

The cycle pattern is a series of changes up or down, so that this cycle pattern changes and varies from one 

cycle to the next. Cyclical patterns and irregular patterns are obtained by eliminating trend patterns and 

seasonal patterns if the data used are weekly, monthly, or quarterly. If the data used is annual data, what 

should be eliminated is the trend pattern only. 

2) Random 

An irregular random pattern, so it cannot be described. These random patterns are caused by unforeseen 

events such as wars, natural disasters, riots, etc. Because the shape is irregular or does not always occur and 

cannot be predicted, the random variation pattern in the analysis is represented by an index of 100% or equal 

to 1. 

3) Trend 

Trend or trend is a long-term component that has a certain trend in the data pattern, either in an increasing 

or decreasing direction from time to time, so that the long-term trend pattern rarely shows a constant pattern. 

Techniques that are often used to obtain the trend of a time series data are linear moving averages, exponential 

smoothing, and the Gompertz model, where these techniques only use past data to get the trend pattern and 

do not take into account other factors that influence product demand. 

4) Seasonal 

The seasonal pattern shows a movement that repeats itself from one period to the next on a regular basis. 

This seasonal pattern can be indicated by data that are grouped on a weekly, monthly, or quarterly basis, but 

for data in the form of annual data, there is no seasonal pattern. This seasonal pattern should be calculated on 

a weekly, monthly, or quarterly basis depending on the data used for each year, and this seasonal pattern is 

expressed in numerical form. The technique used to determine the value of the seasonal pattern is the moving 

average method, winter’s exponential smoothing, and classical decomposition. 

B. ARIMA Forecasting 

ARIMA (Autoregressive Integrated Moving Average) was first developed by George Box and Gwilym Jenkins 

for modeling time series analysis. ARIMA is often called Box-Jenkins models. ARIMA represents three models, 

namely the autoregressive model (AR), moving average (MA), and autoregressive and moving average model 

(ARMA) [5]. The stage of implementation in the search for the model are: 

1) Identification of temporary model using past data to obtain models from ARIMA. The identification stage is 

carried out by observing the ACF (Autocorrelation Function) and PACF (Partial Autocorrelation Function) 

estimation patterns obtained from the data which are then used to obtain model predictions that match the 

data pattern. 

2) Interpretation or the parameter estimation of the ARIMA model using past data. 

3) Diagnostic testing to test the feasibility of the model. If the model is not feasible, then carry out the 

identification, estimation, diagnostic testing steps to get a proper model. 

4) Application, namely forecasting the future value of the series data using the tested method. 

C. Autocorrelation Function (ACF) 

ACF is the correlation between data in time 𝑡 with the previous time period 𝑡 − 1. The mean and variance of a 

periodic series data may not be useful if the series is not stationary, however, the maximum and minimum values 

can be used for plotting purposes. How the key statistic in the periodic series analysis is the autocorrelation 

coefficient.  
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kr  is the estimator of k  

 

D. Partial Autocorrelation Function (PACF) 

Partial autocorrelation is used to measure the level of intelligence between 𝑋𝑡 and 𝑋𝑡−𝑘, if the effect of the lag 

time is considered separate. The only purpose of the periodic series analysis is to help determine the correct 

ARIMA model.  
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Based on the Yule-Walker equation: 

 
1 21 2 ...

kj k j k j k j k      − − −= + + +  (5) 

 

where k denoting ACF, 
kk denoting PCAF, ˆ

kk  denoting estimator of 
kk  for 𝑗 =  1, 2, … , 𝑘 . Note that 

j j −=  and 0 1 =   

 

E. Autoregressive Model (AR) 

Autoregressive (AR) is an observation at time t expressed as a linear function with respect to the previous time 

p plus a random residual at that white noise, which is an independent and normal distribution with 𝑚𝑒𝑎𝑛 =  0 

and 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 = 
2 . Determination of the partial autocorrelation coefficient is used to measure the closeness 

level between 𝑌𝑡  and 𝑌𝑡−𝑘  if the effect of time lag 1,2,3, . . . , 𝑘 . The purpose of using partial autocorrelation 

coefficients in periodic series data analysis is to help determine the right ARIMA model for forecasting, especially 

to determine the 𝑝 order of the AR model (𝑝) [6]. 

 

 1 1 2 2 ...t t t t p t pX e X X X  − − −= + + + +  (6) 

F. Moving Average (MA) 

The autocorrelation coefficient is the same as a correlation coefficient. The difference lies in the coefficient of 

this autocorrelation which describes the relationship (association) between the values of the same variable but 

different periods. Autocorrelation provides important information about the arrangement or structure and pattern 
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of data. The autocorrelation function is useful for finding correlations between data & is useful for determining 

the order 𝑞 on MA (𝑞). 

 

 1 1 2 2 ...t t t t q t kX e e e e  − − −= − − − −  (7) 

Moving Average Order 1: 

 1t t tX e e −= −  (8) 

 

G. Autoregressive and Moving Average (ARMA) 

The ARMA model of the order p and q (AR (p) and MA (q)) is a combination of the Autoregressive Model 

(AR) and the Moving Average (MA) shown in the formula below: 

 

 1 1 2 2 1 1 2 2... ...t t t t p t p t t q t kY e X X X e e e     − − − − − −= + + + − − − −  (9) 

                                  
 

H. Stationary and Non-Stationary Data in Time Series 

According to [7] stationary means that there is no growth or decline in data. That is, the data fluctuations are 

around a constant average value, independent of the timing and variance of these fluctuations. The visualization 

form of a time series data plot is often sufficient to determine whether the data is stationary or non-stationary. ACF 

and PACF plots also support for use in checking the instability of data. ACF plots that tend to be slow or linearly 

decrease indicate that the data is not stationary in the mean. According to [7], the values of stationary data 

autocorrelation will drop to zero after the second or third lag, while for non-stationary data, autocorrelation values 

differ significantly from zero for several time periods. Data stationary testing is indispensable for the time series 

data method. Forecasting can be done when the data conditions are stationary. Data that is not stationary has 3 

conditions, namely not stationary in variance, not stationary in the mean, or not both stationary. Data that is not 

stationary in variance can be transformed to make the data stationary. Data that is not stationary in the mean needs 

to be differentiated (differencing) to stationary it. Both of the data are not stationary, transformed, and 

differentiated (differencing) to make it stationary. 

I. Forecasting 

Forecasting is one of the methods for doing the planning and control to face uncertain moments in the future. 

Forecasting is the use of past data from a variable or collection of variables to estimate its value in the future. 

There are 2 methods of forecasting, qualitative and quantitative methods [5]. The qualitative method is based on 

opinion and descriptive analysis, while the quantitative method is based on mathematics calculation. 

III. RESULT AND DISCUSSION 

A. Data Preparation 

Data used for this research is monthly data of Social Security Administration (SSA) for Retirement Insurances 

Applications Filled via Internet from January, 2008 to October, 2020 [8]. This data is divided into two sets of data, 

data training and data testing. Data training uses the data from January, 2008 to December, 2018 while data testing 

uses the data from January, 2019 to December, 2019. 

To understand more about this data, the time series plot can be seen in Figure 1. The training and testing data 

set will be obtained from this data (Figure 1 and Figure 2).  In order to evaluate the obtained model, we separate 

the data into training and testing data. The testing data is from January, 2008 to December, 2018 as seen in Figure 

3. This data will be compared to the forecast result. A good model can predict data that was not previously used 

in training data. 
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   Figure 1. Time Series Plot for Retirement Insurance Application        Figure 2. Time Series Plot for 

Training Data 

  

 

 

 

 

 

 

 

 

 

 

         Figure 3. Time Series Plot for Testing Data                                         Figure 4. Decomposition plot 
 

B. Decomposition                        

This decomposition shows that our data have a steady increasing trend with some seasonal components. The 

seasonal component has caused a huge difference in data, so we need to remove the seasonal character first. After 

we remove the seasonal component, the plot can be seen in Figure 4. 

 

C. Stationarity Check 

ARIMA Models used an assumption that the data is stationary. Thus, we need to check whether our data is 

stationer or not using the ADF test command in R Studio. If the result of 𝑝-value is lower than 0.05, that is 0.01, 

then the data is stationer. The result of the ADF test will be shown in the picture below: 
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D. Model Specification 

 

          

 

 

 

 

 

 

 

 

 

 

 

 

 

 

   Figure 5. Autocorrelation function                               Figure 6. Partial Autocorrelation 

function 

 

 

In order to obtain a model from the training data, we first identify the ACF and PACF of the data. The ACF 

and PACF are calculated by using R Studio. The results are depicted in Figure 5 and 6. 

 

 

TABLE 1.  

MODEL SPECIFICATION 

MODELS P D Q 

ARIMA (0,1,0) 0 1 0 

ARIMA (1,1,0) 1 1 0 

ARIMA (0,1,1) 0 1 1 

ARIMA (1,1,1) 1 1 1 

ARIMA (2,1,1) 2 1 1 

ARIMA (2,1,2) 2 1 2 

ARIMA (1,1,2) 1 1 2 

ARIMA (0,1,2) 0 1 2 

ARIMA (9,1,9) 9 1 9 
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TABLE 2  

COEFFICIENT OF ESTIMATION 

 
                                                                      

 

To choose which model that we will use, we need to see which model that have the smallest value AIC among 

of all models that have been identified. Thus, ARIMA (9,1,9) is the best model that we have. 

 

E. Diagnostic Test 

The residual analysis can be proven by looking at Q-Q plot, the histogram, the Shapiro test, and the Ljung-Box 

test. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7. Normal Q-Q Plot 

 

 

From the plotting Figure 7, we see that the line is almost directly above the dot that appears in the figure. This 

indicates that our model is correct, and we can next to the forecasting. 

Figure 8 shows the curve from the histogram that establishes a normal curve, so we visually can be sure that 

our residuals are normally distributed. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8. Normal Curve 

  

After checking the residual of data, we need to check by testing with Shapiro test and Ljung-Box test. We need 

to test the data step by step, starting from the Shapiro test. If the 𝑝-value is bigger than 0.05, then we can continue 
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to the next step, the Ljung-Box test. There are 4 steps in the Ljung-Box test, lag is equal to 12, 24, 36, and 48. If 

all the test results with 𝑝-value bigger than 0.05, then we can move to the forecasting section. 

F. Forecasting 

 
Figure 9. Time Series Plot of Forecasting Result 

 

The forecast result for model ARIMA(9,1,9) with a confidence of 95% can be seen in Figure 9.  The solid line 

is denoting the actual data.  The forecast result is denoted thick blue line. The lower limit and upper limit for 

forecast results are denoted as grey area. The detailed result for the forecast data and the actual data can be seen in 

Table 3. As seen that, though the model is generated from training data the model can also be used to model the 

testing data. From the table, despite the forecast results are good. At least, the real data lie between lower and 

upper limits.  

 

TABLE 3.  

FORECAST DATA AND ACTUAL DATA. 
Month Real Data Upper Limit Lower Limit Forecast Result 

January 123,569 131,165 87,849 109,507 

February 112,136 132,747 89,385 111,066 

March 142,316 132,547 84,993 108,770 

April 110,741 126,730 70,238 98,484 

May 126,440 142,708 82,851 112,780 

June 105,881 137,050 73,753 105,402 

July 98,137 129,216 63,058 96,137 

August 123,688 159,292 89,898 124,595 

September 98,700 137,260 65,687 101,474 

October 111,066 139,600 66,338 102,969 

November 128,356 157,939 82,342 120,141 

December 93,730 133,331 56,588 94,960 

                                                         

IV. CONCLUSION  

The forecasting using ARIMA models to forecast future retirement insurance applications via internet is quite 

accurate even there are some points that are light different from the actual data. And by this result, we can conclude 

that ARIMA (9,1,9) is the best model to forecast. 
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