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Abstract— This study discusses stock price modeling using ARIMA model. We apply to model to the Jakarta 

Composite Index (JCI) as it represents all stock performances listed in Indonesia Stock Exchange. In this study, 

we propose several ARIMA models based on the daily from June 10th, 2019 until December 6th, 2019. The 

parameters among the models are estimated by using RStudio. We chose the best model by considering its AIC 

and RMSE. The best model that is ARIMA (21, 1, 2) with 99% confidence interval. This model is then used to 

predict the next 15 days (December 09, 2019 to January 02, 2020).  

 

Keywords— ARIMA; Forecasting; Jakarta Composite Index; Time Series Analysis. 
 

 

I. INTRODUCTION  

The JCI (Jakarta Composite Index), also known as IHSG (Indeks Harga Saham Gabungan), is an Indonesia 

composite stock price index that measures the stock price performance of all listed companies that are traded on 

the IDX (Indonesia Stock Exchange) (Chandra & Purnomo, 2012). Although the IHSG is an average value of all 

shares in Indonesia, the points displayed are not just to know the extent of the highest or lowest level, but there are 

many effects and benefits to this country's economy. By knowing the movement trend, investors will know what 

the current market conditions are. If the valuation results are implemented in the form of investments, it will impact 

on the significant turnover of funds in our economy. There are some roles of JCI (Kompasiana, 2017). Firstly JCI 

can be used as a market indicator. Since it uses the prices of almost all shares on the IDX in its calculations, the 

JCI is the most important indicator of stock market performance. If we want to see the stock market condition 

today, we only have to look at the JCI figures' movement. If JCI tends to move up, meaning that stock prices in 

IDX are increasing. Conversely, if the JCI tends to fall, it means that stock prices on the IDX are declining. 

Secondly, JCI can be used as an indicator of the level of profit. For example, we can calculate the profit of investing 

in the stock market on average. The last is JCI can be used as a benchmark of portfolio performance. We can 

compare our mutual funds or stock portfolios' performance with the JCI. Sirucek (2012) expressed that 

macroeconomic variables such as economic growth, inflation rate, interest rates, exchange rates, and money supply 

are considered the dominant factors influencing stock price movements (Febriana et al, 2018). Therefore it 

constantly fluctuates, which raises the uncertainty about obtaining future returns on investment, reflecting the risks 

investors will face. Investors are also worried about making decisions between selling or holding shares in the 

stock market. Making the appropriate and wise decisions in investing is required by an investor to avoid losses. 

Therefore, a prediction needs to be done so that the risk of loss on the determined decision can be minimized. 

Scientific predictions about the future will be much more meaningful than predictions based on intuition alone 

(Sadeq, 2008).  

In predicting stock prices, accurate and reliable data analysis is critical. Two analyses that are often used in 

investment strategies are fundamental and technical analysis. Fundamental analysis tends to focus on analyzing 

the intrinsic value of shares to measure the performance of a company. Meanwhile, technical analysis focuses on 

mapping historical price and volume data patterns. By knowing the pattern of stock price movements based on 

observations of past stock prices, it is expected to be able to predict future stock movement patterns (Hendrawan, 

2012). One approach that can be used in predicting future JCI movement is the ARIMA method. The ARIMA 

model is widely used in periodic series forecasting, and many studies state that the ARIMA model is very good at 

forecasting the subsequent few periods (Kamruzzaman, 2003, in Rusyida & Pratama, 2020). ARIMA model 

combines 𝑝-th order autoregressive (AR) and 𝑞-th moving average (MA) models along with d-th order difference, 

which is often written simply as ARIMA (𝑝, 𝑑, 𝑞). The AR model depends on previous values (lag in the past), 

while MA model depends on the previous error values (lag of error in the past). The AR model and the MA model 

are combined to produce the ARMA model. The ARIMA model that has gone through the integration process (the 

process in which non-stationary variables are differencing into stationary variables) is called the ARIMA model.  

Several studies related to predicting, specifically for time series data, have been done a lot, including Djoni 

Hatidja, using ARIMA to predict PT Telkom Tbk stock price from January 2010 to March 2011, the result is 

ARIMA 3,1,3 model was the best. Then, Bambang Hendrawan, to predict the IHSG for companies that are 
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members of Kompas 100 from January 2006 to November 2007, the ARIMA model (2,1,2) was the best result. 

Paiaman Pardede, predicted the JCI from January 2, 2015, to December 1, 2015, the result is ARIMA model (2,1,2) 

was the best. Another study was conducted by Sadeq (2008) regarding the JCI prediction analysis, the ARIMA 

model (1,1,1) was the best result with an average absolute error percentage of 4.14%. Based on the description 

above, the researcher wants to apply the ARIMA model as an analytical tool to predict how the JCI will move in 

the future as a guideline for market players, such as investors, economists, and the government. 

 

II. METHODOLOGY 

The time series method is a statistical technique of analyzing time-series data to obtain numeric or graphic data 

output and characteristics related to the data. It can be collected yearly, monthly, weekly, daily, and hourly. 

Amongst the other two approaches (Smoothing method and Trend Projection method using Regression) (Sobri. 

2015),  this research uses Box-Jenkins (ARIMA) as the methodology in modeling time-series. Autoregressive 

Integrated Moving Average (ARIMA) Model is an ARMA model that has to difference as many as d to remove 

trend and seasonality. ARIMA model is suitable for time-series observations in which the data variables are 

correlated (dependent), so this model ignores the independent variables as a whole (Tusyakdiah, 2020). The 

components of the ARIMA model are: 

▪ Autoregressive (AR) Model 

AR model tries to forecast a series based on merely the past values of the series (lags). AR model with 

𝑝 order is denoted by AR (𝑝). The general form of the AR (𝑝) model is (Cryer & Chan, 2008): 

𝑋𝑡 = 𝜙𝑡𝑋𝑡−1 +⋯+ 𝜙1𝑋𝑡−𝑝 + 𝜖𝑡 (2.1) 

 

▪ Moving Average (MA) Model 

MA is a model that solely depends on the previous error values (lag of error in the past). MA model 

with order 𝑞  is denoted by MA (𝑞 ). the general form of the MA (𝑞 ) model is (Hyndman & 

Athanasopoulos, 2018): 

𝑋𝑡 = 𝜀𝑡 + 𝜃1𝜀𝑡−1 + 𝜃2𝜀𝑡−2 +⋯+ 𝜃𝑞𝜀𝑡−𝑞  (2.2) 

 

▪ Autoregressive Moving Average (ARMA) Model 

ARMA model is a combination of the AR and MA models. The general form of the ARMA model (𝑝, 

𝑞) is defined as (Cryer & Chan, 2008): 

                         𝑋𝑡 = 𝜙1𝑋𝑡−1 + 𝜙2𝑋𝑡−2 +⋯+ 𝜙𝑝𝑋𝑡−𝑝 + 𝜀𝑡 + 𝜃1𝜀𝑡−1 + 𝜃2𝜀𝑡−2 +

⋯+ 𝜃𝑞𝜀𝑡−𝑞 
(2.3) 

 

Where: 

𝑋𝑡    : variable value at time t 

𝑋𝑡−1, 𝑋𝑡−2, … , 𝑋𝑡−𝑝  : past values of time series concerned at time 𝑡, 𝑡 − 1,… , 𝑡 − 𝑝 

𝜙𝑡    : regression coefficients, t:1,2,3,…,p 

𝜃𝑡    : regression coefficients t:1,2,3,…,p 

𝜀𝑡    : error value at time t 

𝜀𝑡 , 𝜀𝑡−1, 𝜀𝑡−2, … , 𝜀𝑡−𝑞  : the value of the error at 𝑡, 𝑡 − 1. 𝑡 − 2,… , 𝑡 − 𝑞 

𝑝    : AR order 

𝑞    : MA order 

The flowchart below will represent the several steps involved in the ARIMA model analysis. 

A. Data Preparation 

Provide the collected data that will be forecasted using ARIMA model. 

B. Check Stationary 

Before forecasting ARIMA model, it is necessary to ensure that the data is stationary, meaning its mean and 

variance are time-independent. If the data is non-stationary, it is necessary to modify it to produce stationary data. 

One method that is commonly used is the differencing method. Differencing is calculating the change or difference 

in observed values. The Augmented Dickey-Fuller (ADF) test and the Autocorrelation Function (ACF) plot were 

conducted using the R programming language. If the the 𝑝-value is less than 0.05 and the ACF graph dies down 

slowly the data is already stationary, and conversely. We keep taking differences until we get a stationary output. 
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C. Model Identification (finding p, d, q) 

It involves identifying the three components of 𝑝, 𝑑, 𝑞, which specify the ARIMA model. The appropriate 

ARIMA model can be determined by observing the Autocorrelation function (ACF) and Partial Autocorrelation 

Function (PACF) plot after differencing. Table 1 below will help us to choose the suitable candidate model. 

 

TABLE 1 

ARIMA MODEL IDENTIFICATION USING ACF AND PACF 

Model ACF PACF 

AR (𝑝) Tails off Cuts off after lag 𝑝 

MA (𝑞) Cuts off after lag 𝑞 Tails off 

ARMA (𝑝, 𝑞) Tails off Tails off 

ARIMA (𝑝, 𝑑, 

𝑞) 

Tails off with 

differencing 

Tails off with 

differencing 

Source: Munawaroh, 2010 

 

D. Parameter Estimation 

Once the model has been identified, the next step is to estimate the parameter in the model. There are three 

standard methods used to estimate the parameters: 

1)  Method of Moments 

An estimation procedure involves equating and simplifying the sample moments with appropriate theoretical 

moments to generate the unspecified parameters. 

2)  Least Square Estimation 

An estimation procedure that determines the best fitting line to the observation data by minimizing the sum of 

residuals between the estimator and actual data. 

3)  Maximum Likelihood Estimation 

An estimation procedure defines the joint probability density of the examined data to find the parameters that 

maximize the likelihood function. 

E. Diagnostic Test (Residual Analysis) 

After the parameter model is estimated, the next step will be performing the diagnostic test. It is needed to 

know how well the model fits the data. If the model is correctly specified, the computed data (fitted value) should 

have similar properties to the original data. The model specification is changed when the model fits poorly. One 

of the tests done is by observing whether the estimated model's residual is white noise or not, which is independent, 

identically distributed normal variables with zero means and common variances. There are 2 tests to check the 

adequacy of the model’s residual analysis (Azriati, Hoyyi & Mukid, 2014): 

1)  Normality Test 

It is important to verify whether the data distribute normally, the Shapiro-Wilk test was performed. The 

normality probability plot residual will follow the normal curve line if the residuals are normally distributed. 

2)  White Noise Process 

The ARIMA model assumes that the residual produced are serially uncorrelated sequences. Ljung-Box test was 

carried out with the following hypothesis, H0 (the residuals have white noise, there is no correlation between the 

residuals). In contrast, H1 (the residuals have no white noise, there is a correlation between the residuals). 

F. Forecasting 

The last step is to use the decent model to generate the prediction values. Sadeq (2012) stated that the ARIMA 

model's characteristics time series is more suitable for short-term forecasting. 

III. ANALYSIS AND RESULTS 

All paragraphs have a justified format, i.e., both left-justified and right-justified. The first sentence in the 

paragraphs must be indented. 

A.  Data Preparation 

This study is based on secondary daily closed price data for JCI (Jakarta Composite Index) collected from yahoo 

finance covering the period from June 10, 2019 to December 6, 2019 with a total number of 130 observations. R 

program was used for computation and graphical plotting of data. Figure 1 shows the raw data of JCI. 
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Figure1.  Raw data of JCI 

(Source: yahoo finance, 2020) 

B. Plotting the Data 

Figure 2 and Figure 3 below depict the original time series plot and decomposing plot. It can be observed in 

Figure 2, the pattern of JCI ranging from June 10, 2019, until December 6, 2019, has fluctuated. Whereas, the 

decompose plot describes that the trend is decreasing over time. Table 2 displays the descriptive statistics of the 

data. 

 

 
 

Figure 2. Daily Closing price of JCI data pattern 

(Source: Processed data, 2020) 
 

Figure 3. Decomposing plot of JCI stock prices 

(Source: Processed data, 2020) 
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TABLE 2 

DESCRIPTIVE STATISTICS OF JCI STOCK PRICES 

 Min. 1st Qu. Median Mean 3rd Qu. Max. 

Date 2019-06-10 2019-07-24 2019-09-07 2019-09-07 2019-10-22 2019-12-06 

Close 5953 6166 6257 6243 6328 6457 

Source: Processed data, 2020 

C. Check Stationary 

Before forecasting the ARIMA model, it is necessary to ensure that the data is stationary, meaning its mean and 

variance are constant over time. 

 

 

 

 

 

Figure 4 is the correlogram of the JCI time series. The ACF plot dies down from the graph slowly, which means 

it is not stationary in mean value. Moreover, Figure 5 shows the ADF test with the p-value exceeds 5% does not 

reject the unit-root null hypothesis. In this case, the first difference is made to obtain the stationarity of the data. 

After the first difference, the JCI series becomes stationary, as shown in Figure 6 and Figure 7, with the alteration 

of the ADF test p-value to be less than 5% rejecting the null hypothesis. 

 

 

 

 

 

 

 

 

D. Model Identification (finding p, d, q) in ARIMA Model 

Once the data is stationary, the first step is identifying the candidate of the ARIMA model. By observing the 

ACF and PACF plot after differencing, the appropriate ARIMA model can be determined. According to Figure 8, 

the ACF plot cut off at lag 2 and PACF plot cut off at lag 2. Then it can be identified that the AR (𝑝) model was 

AR (2), MA (𝑞) was MA (2), and 𝑑 was 1 because only the first difference is carried out. Therefore there were 8 

candidate models, which consisted of (0,1,1), (0,1,2), (1,1,0), (1,1,1), (1,1,2), (2,1,0), (2,1,1), and (2,1,2). 

Figure 4. The correlogram of JCI stock price before 

differencing 

(Source: Processed data, 2020) 

Figure 5. Result of ADF test before differencing 

(Source: Processed data, 2020) 

Figure 6. Time series plot after differencing 

(Source: Processed data, 2020) 

Figure 7. Result of ADF test after differencing 

(Source: Processed data, 2020) 
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Figure 8. The correlogram of JCI stock price after differencing 

(Source: Processed data, 2020) 

 

E. Model Fitting 

In this study we begin with proposing eight different ARIMA models to select the best model as in Table 3. The 

model (2,1,2) was chosen as it has the least AIC and RMSE values. 

TABLE 3 

QUALITY OF THE MODELS ACCORDING TO ITS AIC AND RMSE 

 (0,1,1) (0,1,2) (1,1,0) (1,1,1) (1,1,2) (2,1,0) (2,1,1) (2,1,2) 

AIC 1340.58 1337.31 1340.71 1341.09 1338.68 1337.92 1338.49 1335.64 

RMSE 42.8544 41.8733 42.8760 42.6047 41.8688 42.0763 41.8376 40.3992 

Source: Processed data, 2020 

 

However, when the PACF residual plot was detected, there was a lag that exceeds the Bartlet line which is at 

lag 21 as illustrated in the Figure 9. In order to avoid the poor result in prediction, the AR (𝑝) is converted to AR 

(21). Table 4 presents the AIC and RMSE value comparison between (2,1,2) and (21,1,2) model. Despite having 

a greater AIC value, the RMSE shrank from 40.39929 to 38.38026. 

 

Figure 9. Correlogram of (2,1,2) model’s residuals 

(Source: Processed data, 2020) 

 

TABLE 4 

MODEL ESTIMATION OF (2,1,2) AND (21,1,2) MODEL 

 (2,1,2) (21,1,2) 

AIC 1335.64 1358.88 

RMSE 40.39929 38.38026 

Source: Processed data, 2020 

 

Then, the ARIMA model equation is 

𝑌𝑡   = 0.1871𝑌𝑡−1 + 0.2976𝑌𝑡−2 − 0.0644𝑌𝑡−3 + 0.0054𝑌𝑡−4 + 0.0764𝑌𝑡−5
+ 0.1468𝑌𝑡−6 − 0.1016𝑌𝑡−7 + 0.0138𝑌𝑡−8 + 0.0060𝑌𝑡−9
− 0.0949𝑌𝑡−10 + 0.0201𝑌𝑡−11 − 0.0534𝑌𝑡−12 − 0.0380𝑌𝑡−13
+ 0.0257𝑌𝑡−14 + 0.0273𝑌𝑡−15 − 0.1074𝑌𝑡−16 − 0.1299𝑌𝑡−17
+ 0.0625𝑌𝑡−18 − 0.1255𝑌𝑡−19 + 0.0774𝑌𝑡−20 − 0.0993𝑌𝑡−21
− 0.1688𝑒𝑡−1 − 0.5817𝑒𝑡−2 + 𝑒𝑡 

(3.1) 
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F. Diagnostic Test (Residual Analysis) 

The next stage was to check the normality and the autocorrelation of residuals by employing the Shapiro-Wilk 

test and Box-Pierce or Ljung-Box test. 

1)  Normality Test 

It is important to verify whether the data distribute normally, the Shapiro-Wilk test was performed. The 𝑝-value 

is more significant than 5% which accepts the null hypothesis that the errors are normally distributed. Figure 10 

and Figure 11 indicates the normal Q-Q plot of the residuals and the histogram. 

 

 

 

2)  White Noise Process 

White noise assumptions aim to identify the existence of correlation among the residuals generated by ARIMA 

models. Ljung-Box test was carried out with the following hypothesis, H0 (the residuals have white noise, there is 

no correlation between the residuals). In contrast, H1 (the residuals have no white noise, there is a correlation 

between the residuals). The results of Ljung-Box tests are provided below: 

TABLE 5 

LJUNG-BOX TEST OF (21,1,2) MODEL 

𝑿𝟐 df p-value 

0.6673 7 0.9986 

1.213 14 1 

2,305 21 1 

7.2557 28 1 

Source: Processed data, 2020 

 
According to Table 5, lag 7, 14, 21, and 28 passed the test. These outputs shows that the 𝑝-value indeed exceeds 

the level of significance (alpha (α) = 5%), so that H0 is fulfilled. 

G. Forecasting 

Figure 12 is the graphical illustration of JCI stock price and the price calculated from ARIMA (21,1,2) model 

and the forecasting result for the 15 days ahead. The red line and blue line represent the real data and the model 

(21,1,2) respectively, while the light blue in the grey area represents the forecasted plot with a 99% confidence 

interval. 

 

Figure 12.  Graph of JCI stock price observed value and fit value & forecast value for the next 15 days 

(Source: Processed data, 2020) 

Figure 10. Normal Q-Q plot of (21,1,2) model 

(Source: Processed data, 2020) 
Figure 11. Residual histogram of (21,1,2) model 

(Source: Processed data, 2020) 
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It appeared that the forecasting with a 99% confidence interval produced quite good results as the actual data is 

inside the lower and upper intervals. Moreover, in Table 6, the predicted stock price on December 9, December 

16, December 17 in 2019 has a nearly close number to the actual data. 

TABLE 6 

PREDICTED AND ACTUAL VALUES OF JCI STOCK PRICE FOR THE NEXT 15 DAYS WITH 99% OF CONFIDENCE 

LEVEL 

Period Predicted 
values 

Actual values Lower limit 99 Upper limit 99 

09/12/2019 6197.537 6193.79 6098.304 6296.77 

10/12/2019 6211.026 6183.50 6069.392 6352.66 

11/12/2019 6201.472 6180.10 6042.038 6356.90 

12/12/2019 6205.565 6139.40 6034.448 6376.681 

13/12/2019 6220.469 6197.32 6041.569 6399.369 

16/12/2019 6218.568 6211.59 6030.979 6406.157 

17/12/2019 6227.557 6244.35 6027.496 6427.618 

18/12/2019 6229.852 6287.25 6020.438 6439.266 

19/12/2019 6225.018 6249.93 6007.102 6442.935 

20/12/2019 6241.546 6284.37 6016.056 6467.035 

23/12/2019 6253.989 6305.91 6023.489 6484.489 

26/12/2019 6230.764 6319.44 5995.03 6466.498 

27/12/2019 6231.544 6329.31 5991.57 6471.518 

30/12/2019 6220.111 6299.54 5976.952 6463.271 

02/12/2020 6215.499 6283.58 5968.751 6462.247 

The italic bold represents the closest results of predicted values to actual values amongst 

IV. CONCLUSION 

This study demonstrates an extensive process of developing the ARIMA (Autoregressive Integrated Moving 

Average) model for stock price prediction. The results obtained show that ARIMA (21,1,2) is the appropriate 

model to forecast the JCI as it fulfills all the residual analysis requirements and has the least RMSE value. This 

prediction result of JCI for the 15 days ahead could give investors a guide to make profitable investment decisions. 
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