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Abstract - Nowadays in the digital era, people 

could easily access and stored a wide range of 

information through the Internet into documents. 

With the huge number of unstructured documents 

with various type of information in digital storage, 

people need an application that could help them 

organize and classify the documents automatically. 

Documents Clustering using K-Means Algorithm is 

a desktop-based documents clustering application 

which implement K-Means Algorithm to provides 

clustering output based on the documents content 

similarity up to 85% accuracy based on the user 

expectation. 

 

I. INTRODUCTION 

With the ease of getting various kind of 

information in this digital era from the Internet, 

people start to live with paperless environment – 

not buying newspapers, magazines or books. Many 

of the information stored from the Internet will be 

useful for further occasion when it is needed such 

as for research, literature study, supporting ideas, or 

references. These various collections of 

information needed to be categorized to make them 

easily accessed based on their contents.  

Although there have been several clustering 

applications developed, none has been clustering 

the documents and then grouped the documents 

into folders based on the documents category as 

accurate as possible. The existence of such 

application will greatly help people in classifying 

their scattered documents into a set of folders 

which contains similar information one to another 

internally, but substantially different with other 

folders. 

The major problems are: 1. Currently there is no 

such application that implement the clustering 

results into grouping the documents into folders 2. 

Retrieve the information of each documents, 3. 

Implement K-Means Algorithm for clustering the 

documents, 4. The accuracy of clustered documents 

using K-Means Algorithm. These can be solved by 

having an application to clusters and categorized 

the documents using K-Means Algorithm. 

The objectives of this research are: 

 To create a desktop-based documents 

clustering application using K-Means 

Algorithm application 

 To implement the clustering result from 

K-Means Algorithm into grouping the 

documents into folders based on their contents 

similarity 

 

Limitations 

This application uses an English stop words 

collection; thus, the application could only read 

documents which its content is in English. 

All documents to be processed must be in text 

format such as .txt, .pdf and .doc documents. 

The clustering result does not guarantee 100% 

accuracy based on the user expectation because the 

application will merely learn and clustered the 

documents based on the documents content 

similarity one to another. 

Other limitations are: the processing time is heavily 

depending on the number of documents, the 

documents content length and number of clusters 

given. 

 

II. METHODS 

This section explains the methods used in the 

development of the application. 

 

1.1 Clustering 

Clustering is an unsupervised learning technique to 

group objects based on their distance and/or 

similarity. It is called as an unsupervised learning 

technique because clustering let the machine 

(computer or program) learns mere from objects 

given, then the machine will automatically 

categorize these objects into which group [19]. 

In clustering, we only specify the rule of clustering 

method of how the machine will compute the 

distance between objects and compute the distance 

between clusters. The purpose of performing 

clustering technique is to know how the objects 

will be categorized based on the rule given to the 

machine. 
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Table 1 Clustering vs Linear Analysis [15] 

 

 

 

1.2 Document Clustering 

Documents clustering is an action of collecting the 

similarities of documents contents, then 

automatically categorized those documents with 

their contents similarities. Its goal is to learn 

automatically the category of every documents then 

create clusters that similar internally but 

substantially different with the other clusters [7]. 

 

 
Figure 1 Documents Clustering Illustration [9] 

 

1.3 K-Means Algorithm 

K-Means algorithm is a type of unsupervised 

learning algorithm developed by J. Mac Queen 

(1967) to find groups for a set of data based on 

their attribute with the number of groups as a 

cluster represented by variable K [20]. Variable K 

representing a positive integer number which is 

used to determine how many cluster’s centroids 

will be used to classify the data, in which the 

centroid represent the value of the center of each 

cluster. 

Generally, k-means algorithm works by taking a 

unique attribute from each data given as a data 

point, then assign these data points to the nearest 

cluster centroid, after that the centroids will begin 

moving to better fit the clusters themselves. These 

data points and centroids will keep moving until the 

algorithm find the minimum fitting error between 

the data sets and centroids by updating the 

centroids to be the mean value of the clusters 

repeatedly in each loop until no movement needed 

anymore [23]. 

 
Figure 2 Basic K-Means Algorithm Flowchart [18] 

 

1.4 Information Retrieval 

Information retrieval is an activity of obtaining 

relevant information from a large amount of 

information databases [6]. Information retrieval 

help the algorithm to identify the relevant 

information that represent each document. By 

having the relevant information representation of 

each document, the document clustering algorithm 

will be able to provide a qualified clustering output 

of the documents. 

 

Figure 3 Information Retrieval role in Document 

Clustering 

 

1.5 Terms Frequency (TF) – Inverse 

Document Frequency (IDF) 

Terms Frequency (TF) is the numerical 

measurement of how frequent a word appears in a 

document [22], which will show how important a 

word to a document. 

 

Inverse Document Frequency (IDF) is the statistical 

weight measurement of how important a word to a 

set of documents collection [22]. IDF diminishes 

the weight of words that appears very frequently in 
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a set of documents collection, but it scales up the 

rare ones. 

 

Basically, the ways to get the relevant information 

of each document using Information Retrieval 

method is by getting the TF-IDF value of each 

document information. After having the TF-IDF of 

each word among the documents, the documents 

will be represented as a mutual comparable vector 

with the intention to have the numerical model of 

each document. Each document vector will be 

represented using the TF-IDF result of each term 

(word) from each document [23]. 

 

Figure 4 TF-IDF vector space model [12] 

 

III. EXPERIMENTAL RESULTS 

 

Tests are done in order to evaluate the effectiveness 

of the proposed methods in previous section. Test 

results are described in tables below: 

 

Table 2 K-Means Performance 1st Evaluation 

 
 

Table 3 K-Means Performance 2nd Evaluation 

 
 

Table 4 K-Means Performance 3rd Evaluation 

 
 

Based on the Evaluation data of the K-Means 

Algorithm performance on Table 2 to Table 4, this 

application could 

produce 
               

 
               

accuracy. 

 

Table 5 Documents Clustering Results Evaluation 

 
 

IV. DISCUSSION 

This section presents discussion on why 

Documents Clustering using K-Means Algorithm 

uses the methods it uses. 

•      Clustering 
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Documents Clustering using K-Means Algorithm 

utilizes clustering method for classifying the 

objects rather than another classifying the objects 

method such as Linear Discriminant Analysis. 

 

The advantage of this method is: 

System could maximize the classification result 

without needed to have a specific training example.  

 

•      K-Means Algorithm 

This application uses K-Means Algorithm to 

calculate the documents similarity one to another. 

 

The advantage of this method is: 

K-Means algorithm works by taking unique 

attribute from each data, then assigning these 

attributes to the nearest cluster to better fit the 

clusters themselves by finding the minimum fitting 

error between the data sets and centroids by 

updating the centroids to be the mean value of the 

clusters. 

 

V. CONCLUSIONS 

First, Document Clustering using K-Means 

Algorithm application is a desktop-based 

application developed to classify text documents 

purely based on its content similarity.   

Second, the clustering result of the documents does 

not guarantee 100% accuracy compared to the user 

expectation. The accuracy of this application is up 

to 85% compared to user expectation because the 

classification process is really depending on the 

number of documents, number of clusters, the 

document contents, and the documents length.  

In the future, Documents Clustering using K-

Means Algorithm will have user interface 

enhancement and an advanced documents 

processing method and the results itself. 
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